
Finite element approximation of the Einstein tensor

Evan S. Gawlik∗ Michael Neunteufel†

Abstract

We construct and analyze finite element approximations of the Einstein tensor in dimension
N ≥ 3. We focus on the setting where a smooth Riemannian metric tensor g on a polyhedral
domain Ω ⊂ RN has been approximated by a piecewise polynomial metric gh on a simplicial
triangulation T of Ω having maximum element diameter h. We assume that gh possesses single-
valued tangential-tangential components on every codimension-1 simplex in T . Such a metric is
not classically differentiable in general, but it turns out that one can still attribute meaning to
its Einstein curvature in a distributional sense. We study the convergence of the distributional
Einstein curvature of gh to the Einstein curvature of g under refinement of the triangulation.
We show that in the H−2(Ω)-norm, this convergence takes place at a rate of O(hr+1) when gh
is an optimal-order interpolant of g that is piecewise polynomial of degree r ≥ 1. We provide
numerical evidence to support this claim.

1 Introduction

The Einstein tensor G = Ric−1
2Rg encodes important information about the geometry of a pseudo-

Riemannian manifold. It is a symmetric (0, 2)-tensor field constructed from the Ricci tensor Ric,
the scalar curvature R, and the metric tensor g whose divergence vanishes by the contracted Bianchi
identity. It features prominently in the Einstein field equations of general relativity, which relate
G to the stress-energy permeating spacetime.

This paper is devoted to the design and analysis of finite element approximations of the Einstein
tensor in dimension N ≥ 3. (In dimension N = 2, the Einstein tensor automatically vanishes.) We
consider the setting where a smooth Riemannian metric tensor on a polyhedral domain Ω ⊂ RN is
approximated by a metric tensor belonging to the Regge finite element space: the space of symmetric
(0, 2)-tensor fields on Ω that are piecewise polynomial with respect to a simplicial triangulation T
of Ω and possess single-valued tangential-tangential components on every codimension-1 simplex
in T [4, 5, 13]. In general, we refer to any piecewise smooth (not necessarily piecewise polynomial)
Riemannian metric tensor with the aforementioned continuity property as a Regge metric. We
address two questions: (1) Given a Regge metric, how should one ascribe meaning to its Einstein
tensor? (2) If that Regge metric is piecewise polynomial and approximates a smooth Riemannian
metric in a suitable sense, is its Einstein tensor close to the Einstein tensor of the smooth metric?
We focus on the case where the metrics have positive signature for simplicity, but it is conceivable
that one could generalize our analysis to metrics with indefinite signature.

Our main result, Theorem 4.1, states that if g is a smooth Riemannian metric on Ω and if
gh is a Regge metric on T that interpolates g and is piecewise polynomial of degree r ≥ 1, then
the Einstein curvature of gh (as defined in Definition 3.1) differs from that of g by O(hr+1) in the
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H−2(Ω)-norm. Here h denotes the maximum diameter of the N -simplices in T . Our numerical
experiments indicate that this estimate is sharp. In particular, the H−2(Ω)-error in the Einstein
tensor is generally O(1) when r = 0, not O(h). These results are consistent with the results in [9],
where analogous error estimates were proved for the scalar curvature.

Below we discuss our definition of the Einstein tensor for Regge metrics and our strategy for
proving error estimates. To simplify the discussion, we consider the case where Ω is a compact
domain with no boundary for the moment. Concretely, we suppose Ω is an N -dimensional cube
with opposing faces identified. The treatment of bounded domains will begin in Section 3.

Defining the Einstein tensor for Regge metrics. The question of how to define the Einstein
tensor for Regge metrics is nontrivial because Regge metrics are not classically differentiable. Thus,
the standard coordinate formulas for Ric and R involving zeroth, first, and second derivatives of the
metric are inapplicable. Nevertheless, prior work suggests that Regge metrics do admit a natural
notion of scalar curvature in a distributional sense [1, 9, 17]. Given a Regge metric g with volume
form ω, one defines the distributional (densitized) scalar curvature of g to be a linear functional
(Rω)dist(g) whose action on any scalar field v (possessing suitable regularity) is defined by

⟪(Rω)dist(g), v⟫ =
∑

T∈T N

∫
T
RT v ωT + 2

∑
F∈T N−1

∫
F
JHKF v ωF + 2

∑
S∈T N−2

∫
S
ΘSv ωS . (1)

In this formula, T k denotes the set of all k-simplices in T , ωD denotes the induced volume form on
a simplex D, RT denotes the (classically defined) scalar curvature of g|T , JHKF denotes the jump in
the mean curvature H across F , and ΘS denotes the angle defect along S: 2π minus the sum of the
dihedral angles between pairs of adjacent (N − 1)-simplices emanating from S, all measured with
respect to g. This definition generalizes the definition ⟪(Rω)dist(g), v⟫ = 2

∑
S∈T N−2

∫
S ΘSvωS

posited for piecewise constant Regge metrics in [2, 6, 14]. (The factor of two reflects the fact
that the angle defect approximates Gaussian curvature in two dimensions, which is half the scalar
curvature R.)

It was observed in [9] that by taking variations of (1), one is led to a natural way of defining
the Einstein tensor for Regge metrics. Namely, consider a family of Regge metrics g(t) with time
derivative σ = ∂

∂tg. In [9, Theorem 3.6] we showed that

d

dt
⟪(Rω)dist(g(t)), v⟫ = bh(g;σ, v)− ah(g;σ, v) (2)

for all v, where bh(g; ·, ·) and ah(g; ·, ·) are certain mesh-dependent bilinear forms, the first of which
is manifestly a distributional version of

∫
Ω(div div Sσ)v ω. Here Sσ = σ − gTrσ, div denotes

the covariant divergence operator, and Trσ is the trace of σ with respect to g. What stands
out about (2) is its resemblance to the corresponding formula that holds for a family of smooth
Riemannian metrics g(t) with time derivative σ = ∂

∂tg:

d

dt

∫
Ω
Rv ω =

∫
Ω
(div div Sσ)v ω −

∫
Ω
⟨G, σ⟩v ω. (3)

Here, ⟨·, ·⟩ denotes the g-inner product of tensor fields.
Inspired by the correspondence between (2) and (3), we posited the following definition in [9,

Section 3.2]. Given a Regge metric g, the distributional (densitized) Einstein tensor associated with
g is the linear functional (Gω)dist(g) whose action on any symmetric (0, 2)-tensor field σ (possessing
suitable regularity) is defined by

⟪(Gω)dist(g), σ⟫ = ah(g;σ, 1) = − d

dt

∣∣∣∣
t=0

⟪(Rω)dist(g + tσ), 1⟫.
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Equivalently, upon recalling the expression for ah derived in [9], this definition reads

⟪(Gω)dist(g), σ⟫ =
∑

T∈T N

∫
T
⟨GT , σ⟩ωT +

∑
F∈T N−1

∫
F
⟨JIIKF , σ|F ⟩ωF −

∑
S∈T N−2

∫
S
⟨ΘSg|S , σ|S⟩ωS . (4)

Here, GT denotes the (classically defined) Einstein tensor associated with g|T , ·|D denotes the
pullback under the inclusion D ↪→ Ω of a simplex D, and JIIKF denotes the jump in the trace-
reversed second fundamental form II across F ; see Sections 2 and 3 for more notational details.

The appearance of JIIKF in (4) is noteworthy. Precisely the same quantity arises in general
relativity when treating stress-energy sources that are concentrated on a spacetime hypersurface
F . The interface conditions that arise in that setting relate JIIKF to the distribution of stress-energy
on F and are known in the physics literature as the Israel junction conditions [12].

Strategy behind the analysis. Our strategy for proving error estimates for the Einstein tensor
mirrors the strategy we used in [9] to prove error estimates for the scalar curvature. Namely, given
a piecewise polynomial Regge metric gh that approximates a smooth Riemannian metric g, we
consider an evolving metric g̃(t) = (1− t)g + tgh with time derivative σ = ∂

∂t g̃ = gh − g and derive
an integral formula for the error which reads

⟪(Gω)dist(gh)− (Gω)(g), ρ⟫ =
∫ 1

0
(Bh(g̃(t);σ, ρ) +Ah(g̃(t);σ, ρ)) dt.

Here ρ is an arbitrary symmetric (0, 2)-tensor field possessing sufficient regularity, and Bh(g̃; ·, ·)
and Ah(g̃; ·, ·) are certain mesh-dependent bilinear forms. We then prove upper bounds for Bh and
Ah, yielding an error estimate for (Gω)dist(gh)− (Gω)(g) in a negative-order Sobolev norm.

Other comments. It is worth commenting on the bilinear forms Bh(g̃; ·, ·) and Ah(g̃; ·, ·), as
they are interesting in their own right. Their sum is the second variation of −⟪(Rω)dist(g), 1⟫
around the metric g = g̃, and, consequently, Bh(g̃; ·, ·) + Ah(g̃; ·, ·) is a symmetric bilinear form.
When g̃ is the Euclidean metric, Ah(g̃; ·, ·) vanishes, and Bh(g̃;σ, ρ) coincides with ⟪eindist σ, ρ⟫
for all smooth ρ with compact support. Here, ein denotes the second-order, linear differential
operator obtained from linearizing the map g 7→ G(g) around the Euclidean metric,1 and eindist σ
denotes the action of ein, interpreted in a distributional sense, on a piecewise smooth symmetric
(0, 2)-tensor field σ possessing tangential-tangential continuity. This correspondence between eindist
and the second variation of −⟪(Rω)dist(g), 1⟫ around the Euclidean metric was first discovered for
piecewise constant σ by Christiansen [5].

There is a sense in which the bilinear forms ah and bh in (3), as well as the distributional scalar
curvature (Rω)dist, are “traces” of Ah, Bh, and (Gω)dist. More precisely, for all Regge metrics
g, all symmetric (0, 2)-tensor fields σ possessing tangential-tangential continuity, and all smooth
functions v,

⟪(Gω)dist(g), vg⟫ = −
(
N − 2

2

)
⟪(Rω)dist(g), v⟫,

Bh(g;σ, vg) = −
(
N − 2

2

)
bh(g;σ, v),

Ah(g;σ, vg) =

(
N − 4

2

)
ah(g;σ, v).

1We also use ein more generally to denote (the principal part of) the linearization of g 7→ G(g) around a non-
Euclidean metric in the sequel; see (6) and (7).
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See Section 3.2 for details. A consequence of this correspondence is that many of our calculations
and results below recover ones in [9] upon “taking traces”.

Structure of the paper. In Section 2 we discuss the evolution of geometric quantities such as
the Einstein tensor and the trace-reversed second fundamental form under a changing metric. The
distributional densitized Einstein tensor and its evolution are presented in Section 3. There we
also discuss connections with the distributional densitized scalar curvature and the distributional
covariant linearized Einstein operator. In Section 4 the analysis of the distributional Einstein tensor
is performed by estimating the bilinear forms that characterize its evolution. A numerical example
is presented in Section 5 showing that the derived error estimates are sharp.

2 Evolution of geometric quantities

In this section, we study the evolution of various geometric quantities under metric deformations.
We adopt the following notation. Let M be an N -dimensional manifold equipped with a smooth

Riemannian metric g. The Levi-Civita connection associated with g is denoted ∇. If σ is a (p, q)-
tensor field, then its covariant derivative is the (p, q+1)-tensor field ∇σ, and its covariant derivative
in the direction of a vector field X is the (p, q)-tensor field ∇Xσ. Its trace Trσ is the contraction of
σ along the first two indices, using g to raise or lower indices as needed. We denote div σ = Tr∇σ
and ∆σ = div∇σ. The g-inner product of two (p, q)-tensor fields σ and ρ is denoted ⟨σ, ρ⟩. When
we wish to emphasize the dependence of ∇, ∇X , div, ⟨·, ·⟩, etc. on g, we write ∇g, ∇g,X , divg,
⟨·, ·⟩g, etc.

The volume form associated with g is denoted ω. The Riemann curvature tensor, Einstein
tensor, Ricci tensor, and scalar curvature of g are denoted Riem, G, Ric, and R, respectively.
When we wish to emphasize their dependence on g, we write ω(g), Riem(g), G(g), Ric(g), and
R(g).

If D is an embedded submanifold of M , then we denote by ωD the induced volume form on
D. If σ is a tensor field on M , then σ|D denotes the pullback of σ under the inclusion D ↪→ M .
Later we will introduce some additional notation related to embedded submanifolds of codimension
1, like the mean curvature H, second fundamental form II, and trace-reversed second fundamental
form II; see Section 2.2.

We denote the exterior derivative of a differential form α by dα. If α is a one-form, then
α♯ denotes the vector field obtained by raising indices with g. If X is a vector field, then X♭

denotes the one-form g(X, ·) obtained by lowering indices with g. If f is a scalar field, then we
sometimes interpret the one-form ∇f = df as the vector field (df)♯ without explicitly writing it.
The symmetric covariant derivative of a one-form α is denoted def α. That is, (def α)(X,Y ) =
1
2((∇Xα)(Y ) + (∇Y α)(X)) for all vectors X,Y .

2.1 Evolution of the densitized Einstein tensor

First we study the evolution of the densitized Einstein tensor Gω under deformations of the metric.

Proposition 2.1. Let g(t) be a family of smooth Riemannian metrics with time derivative ∂
∂tg =: σ.

Let ρ be an arbitrary time-independent symmetric (0, 2)-tensor field. We have

2
∂

∂t
(⟨G, ρ⟩ω) = 2

(
⟨Ġ, ρ⟩+ 1

2
⟨G, ρ⟩Trσ − 2σ : G : ρ

)
ω

= (⟨2 einσ, ρ⟩+ 2σ : Riem : ρ+ ⟨Ric, σ⟩Tr ρ+ ⟨Ric, ρ⟩Trσ +R⟨Jσ, ρ⟩ − 2σ : Ric : ρ)ω, (5)
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where σ : Ric : ρ = σi
j Ric

j
k ρ

k
i, σ : Riem : ρ = Riemki

jℓ σ
ℓ
kρ

j
i,

Jσ = σ − 1

2
gTrσ,

and

ein = J def div J − 1

2
∆J. (6)

Remark 2.2. We will refer to the operator ein as the covariant linearized Einstein operator, or
simply the linearized Einstein operator. It is a second-order, linear differential operator that sends
symmetric (0, 2)-tensor fields to symmetric (0, 2)-tensor fields. It is self-adjoint with respect to
the L2(Ω, g)-inner product. One can verify this by first checking that J commutes with ∆ and is
self-adjoint in a pointwise sense: ⟨Jσ, ρ⟩ = ⟨σ, Jρ⟩ for all σ and ρ.

We will prove Proposition 2.1 after first studying the evolution of G. For a time-dependent
metric g(t) with time derivative σ = ġ, we have for the evolution of the Einstein tensor

Ġ = Ṙic− 1

2
Ṙg − 1

2
Rσ.

Equation (2.31) from [3] tells us that

Ṙic = −1

2
(∆Lσ +∇∇Trσ − 2 def div σ),

where ∆L is the Lichnerowicz Laplacian, which is given in coordinates by

(∆Lσ)ij = (∆σ)ij − 2Rk
ijℓσ

ℓ
k −Rikσ

k
j −Rjkσ

k
i.

Here, Rk
ijℓ and Rik are the components of the Riemann curvature tensor Riem and the Ricci tensor

Ric, respectively. We can use the identity ∇∇Trσ = def∇Trσ = def div(gTrσ) to write this as

Ṙic = −1

2
(∆Lσ − 2 def div Jσ).

Meanwhile, the identity [3, Equation (2.30)]

Ṙ = div div σ −∆Trσ − ⟨Ric, σ⟩

implies that with Sσ := σ − gTrσ,

Ṙ = div div Sσ − ⟨Ric, σ⟩.

Thus,

Ġ = −1

2
(∆Lσ − 2 def div Jσ)− 1

2
(div div Sσ − ⟨Ric, σ⟩)g − 1

2
Rσ.

Now we note that since ∇g = 0 and Tr commutes with covariant differentiation,

Tr(def div Jσ) = div div Sσ +
1

2
div div(gTrσ) = div div Sσ +

1

2
Tr∆σ

and

2J def div Jσ = 2def div Jσ − gTr(def div Jσ) = 2 def div Jσ − g div div Sσ − 1

2
gTr∆σ.

Thus,

2Ġ = −∆Lσ + 2def div Jσ − g div div Sσ + ⟨Ric, σ⟩g −Rσ

= −∆Lσ + 2J def div Jσ +
1

2
gTr∆σ + ⟨Ric, σ⟩g −Rσ.
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Lemma 2.3. We have

J∆Lσ = ∆LJσ = ∆Lσ − 1

2
gTr∆σ.

Proof. We can relate the trace of ∆Lσ to the trace of ∆σ by computing

Tr∆Lσ = gij(∆Lσ)ij

= gij(∆σ)ij − 2gijRk
ijℓσ

ℓ
k − gijRikσ

k
j − gijRjkσ

k
i

= Tr∆σ + 2Rk
ℓσ

ℓ
k −Rj

kσ
k
j −Ri

kσ
k
i

= Tr∆σ.

Above, we used the fact that the trace of Riem with respect to any two indices is always either
Ric, −Ric, or zero; in particular it is −Ric when we take the trace with respect to the middle two
indices. It follows that

J∆Lσ = ∆Lσ − 1

2
gTr∆σ.

On the other hand,

(∆L(gTrσ))ij = (∆(gTrσ))ij − 2Rk
ijℓg

ℓ
k Trσ −Rikg

k
j Trσ −Rjkg

k
iTrσ

= gij∆Trσ + 2Rij Trσ −Rij Trσ −RjiTrσ

= gij∆Trσ

= gij Tr∆σ.

This implies that
∆LJσ = J∆Lσ.

It follows from Lemma 2.3 that with 2 ein := 2J def div J −∆J , we have

2Ġ = 2J def div Jσ −∆LJσ + ⟨Ric, σ⟩g −Rσ

= 2 einσ + 2Rk
ijℓσ

ℓ
k +Rikσ

k
j +Rjkσ

k
i + ⟨Ric, σ⟩g −Rσ. (7)

Proof of Proposition 2.1. The first equality in (5) is the product rule, where the second term comes
from differentiating ω and the third term comes from derivatives of g when differentiating the inner-
product ⟨G, ρ⟩ = gijGjkg

kℓρℓi.
We compute the second equality in (5) by using (7), G = Ric−1

2Rg, and σ : g : ρ = ⟨σ, ρ⟩ to
obtain

2
d

dt
(⟨G, ρ⟩ω)

= (⟨2 einσ, ρ⟩+ 2σ : Riem : ρ+ 2σ : Ric : ρ+ ⟨Ric, σ⟩Tr ρ−R⟨σ, ρ⟩+ ⟨G, ρ⟩Trσ − 4σ : G : ρ)ω

=
(
⟨2 einσ, ρ⟩+ 2σ : Riem : ρ+ 2σ : Ric : ρ+ ⟨Ric, σ⟩Tr ρ−R⟨σ, ρ⟩+ ⟨Ric, ρ⟩Trσ − 1

2
RTrσTr ρ

− 4σ : G : ρ
)
ω

=
(
⟨2 einσ, ρ⟩+ 2σ : Riem : ρ+ 2σ : Ric : ρ+ ⟨Ric, σ⟩Tr ρ+R⟨Jσ, ρ⟩+ ⟨Ric, ρ⟩Trσ
− 4σ : Ric : ρ

)
ω

= (⟨2 einσ, ρ⟩+ 2σ : Riem : ρ+ ⟨Ric, σ⟩Tr ρ+ ⟨Ric, ρ⟩Trσ +R⟨Jσ, ρ⟩ − 2σ : Ric : ρ)ω.
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2.2 Evolution of the trace-reversed second fundamental form

Next we study the evolution of the trace-reversed second fundamental form II of a hypersurface F
with unit normal n.

We use the notation
II(X,Y ) = g(∇Xn, Y ) = −g(n,∇XY )

for the second fundamental form on F and H = Tr II for the mean curvature of F . Our sign
convention is such that H is positive for a sphere with an outward normal vector. The trace-
reversed second fundamental form is II = II−Hg|F ; that is,

II(X,Y ) = II(X,Y )−Hg(X,Y )

for all vectors X,Y tangent to F .
We also let ∇F and divF denote the surface gradient and surface divergence operators on F ,

which have the following meanings. For any (0, q)-tensor field σ defined on the ambient manifold
M , ∇Fσ is the (0, q + 1)-tensor field defined at points that lie on F by

∇Fσ = ∇σ − n♭ ⊗∇nσ.

That is,

(∇Fσ)(X1, X2, . . . , Xq+1) = (∇X1σ)(X2, . . . , Xq+1)− g(n,X1)(∇nσ)(X2, . . . , Xq+1)

for all vectors X1, X2, . . . , Xq+1 (not necessarily tangent to F ). Likewise, divF σ is the (0, q − 1)-
tensor field defined at points that lie on F by

(divF σ)(X1, X2, . . . , Xq−1) = (div σ)(X1, X2, . . . , Xq−1)− (∇nσ)(n,X1, X2, . . . , Xq−1)

for all vectorsX1, X2, . . . , Xq−1 (not necessarily tangent to F ). Note that (divF σ)|F = Tr((∇Fσ)|F ).
Often we will abuse notation and write (∇Fσ)(X1, . . . , Xq) as shorthand for (∇Fσ)(·, X1, . . . , Xq).
For example, when σ is a (0, 2)-tensor field, (∇Fσ)(X1, X2) is shorthand for the one-form (∇Fσ)(·, X1, X2).
Similarly, (∇Fσ)(X1, ·) is shorthand for the (0, 2)-tensor field (∇Fσ)(·, X1, ·). We do the same with
the operator ∇.

Recall that the surface divergence operator satisfies the identity∫
F
(divF α)ωF =

∫
∂F

α(νF )ω∂F +

∫
F
Hα(n)ωF (8)

for any one-form α, where νF is the outward unit normal to ∂F .

Proposition 2.4. Let g(t) be a family of smooth Riemannian metrics with time derivative ∂
∂tg =: σ.

Let F be a time-independent hypersurface with unit normal n, induced volume form ωF , second
fundamental form II, mean curvature H, and trace-reversed second fundamental form II. Let ρ be
an arbitrary time-independent symmetric (0, 2)-tensor field. We have

∂

∂t

(〈
2II, ρ|F

〉
ωF

)
=
(
⟨SF ((Trσ) II+∇nσ − 2∇F (σ(n, ·))), ρ|F ⟩ − 2(σ|F ) : II : (ρ|F )

)
ωF , (9)

where
SFρ = ρ|F − g|F Tr(ρ|F ). (10)
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Proof. For any pair of time-independent vector fields X and Y that are tangent to F , we have

∂

∂t
II(X,Y ) =

∂

∂t
g(∇Xn, Y ) = − ∂

∂t
g(n,∇XY ).

Lemmas 2.4 and 2.5 from [9] tell us that

∂

∂t
g(n, ·) = 1

2
σ(n, n)g(n, ·)

and
∂

∂t
∇XY =

1

2
((∇Xσ)(Y, ·) + (∇Y σ)(X, ·)− (∇σ)(X,Y ))♯ .

Thus,

2
∂

∂t
II(X,Y ) = −σ(n, n)g(n,∇XY )− (∇Xσ)(Y, n)− (∇Y σ)(X,n) + (∇nσ)(X,Y )

= σ(n, n) II(X,Y )− (∇Xσ)(Y, n)− (∇Y σ)(X,n) + (∇nσ)(X,Y ).

If we denote (sym ρ)(X,Y ) := 1
2 (ρ(X,Y ) + ρ(Y,X)) and use dots to denote time derivatives, then

we can write the above equation as

2İI = σ(n, n) II+(∇nσ)|F − 2 sym ((∇Fσ)(n, ·)|F ) . (11)

Taking inner products with the induced metric g|F , we obtain

2Ḣ = 2
∂

∂t
⟨II, g|F ⟩ = 2⟨İI, g|F ⟩ − 2⟨II, σ|F ⟩ = Tr (σ(n, n) II+(∇nσ − 2(∇Fσ)(n, ·))|F )− 2⟨II, σ|F ⟩.

The minus sign in the second equality above follows from the fact that in coordinates, ⟨II, g|F ⟩ =
IIij(g|F )ij , where (g|F )ij are the components of (g|F )−1. It follows that the trace-reversed second
fundamental form II = II−Hg|F satisfies

2İI = 2İI− 2Ḣg|F − 2Hσ|F = SF (σ(n, n) II+∇nσ − 2 sym((∇Fσ)(n, ·))) + 2⟨II, σ|F ⟩g|F − 2Hσ|F .

Now we are ready to compute the time derivative of
〈
2II, ρ|F

〉
ωF = 2(g|F )ijIIjk(g|F )klρli ωF . Using

the fact that ω̇F = 1
2 Tr(σ|F )ωF , we obtain

∂

∂t

(〈
2II, ρ|F

〉
ωF

)
=
〈
2İI, ρ|F

〉
ωF − 4

(
(σ|F ) : II : (ρ|F )

)
ωF +

〈
2II, ρ|F

〉
ω̇F

=

(〈
SF (σ(n, n) II+∇nσ − 2(∇Fσ)(n, ·)), ρ|F

〉
+ 2⟨II, σ|F ⟩Tr(ρ|F )− 2H⟨σ|F , ρ|F ⟩

− 4(σ|F ) : II : (ρ|F ) +
〈
II, ρ|F

〉
Tr(σ|F )

)
ωF . (12)

This simplifies to (9) upon using the identities〈
II, ρ|F

〉
Tr(σ|F ) = ⟨SF (Tr(σ|F ) II), ρ|F ⟩ ,

σ(n, n) + Tr(σ|F ) = Trσ,

and

⟨SF (∇F (σ(n, ·))− (∇Fσ)(n, ·)), ρ|F ⟩ = ⟨(∇F (σ(n, ·))− (∇Fσ)(n, ·))|F , SFρ⟩
= (σ|F ) : II : SFρ
= (σ|F ) : II : (ρ|F )− ⟨σ|F , II⟩Tr(ρ|F ) (13)

= (σ|F ) : II : (ρ|F ) +H⟨σ|F , ρ|F ⟩ − ⟨σ|F , II⟩Tr(ρ|F ).
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3 Distributional densitized Einstein tensor

In this section, we shift our focus away from smooth Riemannian metrics and consider instead a
Regge metric g on a simplicial triangulation T of a polyhedral domain Ω ⊂ RN .

Let us recall what this means. Let T k denote the set of all k-simplices in T , and let T̊ k denote
the subset of T k consisting of k-simplices that are not contained in ∂Ω. We call such simplices
interior simplices. We call (N − 1)-simplices faces.

A metric g is called a Regge metric if g|T is a smooth Riemannian metric on each T ∈ T N and

the induced metric g|F is single-valued on each F ∈ T̊ N−1 (and consequently the induced metric
is single-valued on all lower-dimensional simplices in T ).

On each T ∈ T N , we denote by GT the Einstein tensor associated with g|T . On an interior face

F ∈ T̊ N−1 that lies on the boundary of two N -simplices T+ and T−, the second fundamental form
on F , as measured by g|T+ , generally differs from that measured by g|T− . We denote by JIIKF the
jump in the second fundamental form across F . More precisely,

JIIKF (X,Y ) = g|T+ (∇Xn+, Y ) + g|T− (∇Xn−, Y )

for any vectors X,Y tangent to F , where n± points outward from T±, has unit length with respect
to g|T± , and is g|T±-orthogonal to F . We adopt similar notation for the jumps in other quantities
across F . For instance, JHKF denotes the jump in the mean curvature across F . We sometimes
drop the subscript F when there is no danger of confusion. If F is contained in ∂Ω, then we define
the jump in a field v across F to be simply JvKF = v|F .

On each S ∈ T N−2, the angle defect along S is

ΘS = mSπ −
∑

T∈T N

T⊃S

θST , mS =

{
2, if S ∈ T̊ N−2,

1, if S ⊂ ∂Ω,

where θST denotes the dihedral angle formed by the two faces of T that contain S, as measured by
g|T . Generally this angle may vary along S. If F+ and F− are the two faces of T that contain S,
and if n± denotes the unit normal to F± with respect to g|T pointing outward from T , then

cos θST = − g|T (n+, n−).

On a subdomainD ⊆ Ω or a simplexD ∈ T , letW s,p(D) denote the Sobolev space of differentia-
bility index s ≥ 0 and integrability index p ∈ [1,∞]. Let Hs(D) = W s,2(D). Let H2S0

2(D) denote
the space of symmetric (0, 2)-tensor fields on D whose components belong to H2(D). (Later we will
also make use of the subspace H2

0S
0
2(D) of symmetric (0, 2)-tensor fields on D whose components

belong to H2
0 (D), the closure of C∞

0 (D) in H2(D).) We define

Σ := {symmetric (0, 2)-tensor fields ρ | ρ|T ∈ H2S0
2(T )∀T ∈ T N , ρ|F is single-valued ∀F ∈ T̊ N−1}.

(14)
Note that the second condition in (14) does not mean that all components of ρ must be single-

valued on F ; only the tangential-tangential components of ρ must be.
The Einstein curvature of g, defined below, will be thought of as an element of Σ′, the dual of

Σ. We denote the duality pairing between elements of Σ′ and elements of Σ by ⟪·, ·⟫. We use this
notation for other duality pairings as well; the spaces involved will be clear from the context.
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Definition 3.1. Let g be a Regge metric. The distributional densitized Einstein curvature of g is
the linear functional (Gω)dist(g) ∈ Σ′ defined by

⟪(Gω)dist(g), ρ⟫ =
∑

T∈T N

∫
T
⟨GT , ρ⟩ωT +

∑
F∈T N−1

∫
F

〈
JIIKF , ρ|F

〉
ωF −

∑
S∈T N−2

∫
S
⟨ΘSg|S , ρ|S⟩ωS

(15)
for every ρ ∈ Σ.

Remark 3.2. In the sequel, we will consistently use the letters T , F , and S to refer to simplices of
dimension N , N − 1, and N − 2, respectively. We will therefore write

∑
T ,
∑

F , and
∑

S in place
of
∑

T∈T N ,
∑

F∈T N−1 , and
∑

S∈T N−2 , respectively. When we wish to sum over interior simplices

of a given dimension, we put a ring on top of the summation symbol. Thus, for example,
∑̊

F is
shorthand for

∑
F∈T̊ N−1 .

The remainder of this section is structured as follows. We study the behavior of (Gω)dist(g)
under deformations of g in Section 3.1, leading to a formula for its linearization in Proposition 3.3.
Then, in Sections 3.2 and 3.3, we make some observations that help to shed further light on
Definition 3.1 and Proposition 3.3.

3.1 Evolution of the distributional densitized Einstein tensor

The goal of this subsection is to understand how the distributional densitized Einstein tensor (15)
behaves under deformations of the metric. To do this, let us consider a one-parameter family of
Regge metrics g(t) with time derivative

σ =
∂

∂t
g.

We aim to compute
d

dt
⟪(Gω)dist(g(t)), ρ⟫

with ρ ∈ Σ arbitrary. We will do this with the help of Proposition 2.1, Proposition 2.4, and the
following formula for the rate of change of the angle defect [9, Equation (18)]:

Θ̇S =
1

2

∑
F⊃S

Jσ(n, ν)KF . (16)

In this formula, the sum is over all (N−1)-simplices F that contain S, n denotes the unit normal to
F (which differs on either side of F ), and ν denotes the unit vector that is simultaneously tangent
to F and orthogonal to S (which is single-valued on F ), all with respect to the Regge metric g. Our
sign convention is as follows. If F ∈ T̊ N−1, and if T+ and T− are the two N -simplices containing
F , then

Jσ(n, ν)KF = σ+(n+, ν) + σ−(n−, ν), (17)

where σ± = σ|T± , n± points outward from T±, and ν points into F from S. If F ⊂ ∂Ω, then
our convention is the same except for the fact that only one term is present on the right-hand side
of (17) because only one N -simplex contains F .

The formula for d
dt⟪(Gω)dist(g(t)), ρ⟫ that we will soon state can be regarded as a distributional

version of Proposition 2.1. The formula is linear in σ (by the chain rule) and linear in ρ (by
definition), so it is a bilinear form in σ and ρ that depends on the Regge metric g. In fact it
is symmetric in σ and ρ because it is the second variation of the distributional densitized scalar
curvature ⟪(Rω)dist(g), 1⟫; see Section 3.2. We will write this symmetric bilinear form as a sum of
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two symmetric bilinear forms, one of which corresponds to a distributional version of ⟨einσ, ρ⟩ and
the other of which corresponds to the remaining terms in (5). (See Lemmas 3.7 and 3.9 for more
insight into how the terms are partitioned.)

Proposition 3.3. Let g(t) be a time-dependent Regge metric with time derivative σ = ∂
∂tg. Then

for every ρ ∈ Σ,
d

dt
⟪(Gω)dist(g(t)), ρ⟫ = Bh(g;σ, ρ) +Ah(g;σ, ρ),

where

2Bh(g;σ, ρ) =
∑
T

∫
T
⟨2 einσ, ρ⟩ωT

+
∑
F

∫
F
⟨JSF (σ(n, n) II+∇nσ − (∇Fσ)(n, ·)−∇F (σ(n, ·)))K , ρ|F ⟩ωF (18)

−
∑
S

∫
S

∑
F⊃S

Jσ(n, ν)KF Tr(ρ|S)ωS

and

2Ah(g;σ, ρ) =
∑
T

∫
T

(
2σ : Riem : ρ+ ⟨Ric, σ⟩Tr ρ+ ⟨Ric, ρ⟩Trσ +R⟨Jσ, ρ⟩ − 2σ : Ric : ρ

)
ωT

+
∑
F

∫
F

(
− 3(σ|F ) : JIIK : (ρ|F ) + ⟨JIIK, σ|F ⟩Tr(ρ|F ) + Tr(σ|F )⟨JIIK, ρ|F ⟩ − JHK⟨SFσ, ρ|F ⟩

)
ωF

+
∑
S

∫
S

(
2ΘS⟨σ|S , ρ|S⟩ −ΘS Tr(σ|S) Tr(ρ|S)

)
ωS . (19)

Remark 3.4. In view of (13), another way of writing (18) is

2Bh(g;σ, ρ) =
∑
T

∫
T
⟨2 einσ, ρ⟩ωT +

∑
F

∫
F

〈q
σ(n, n)II + SF (∇nσ − 2(∇Fσ)(n, ·))

y
, ρ|F

〉
ωF

+
∑
F

∫
F

(
⟨σ|F , JIIK⟩Tr(ρ|F )− (σ|F ) : JIIK : (ρ|F )

)
ωF −

∑
S

∫
S

∑
F⊃S

Jσ(n, ν)KF Tr(ρ|S)ωS . (20)

Remark 3.5. The bilinear form Ah(g; ·, ·) is manifestly symmetric. We argue in Section 3.2 that
Ah(g; ·, ·) + Bh(g; ·, ·) is also symmetric, so Bh(g; ·, ·) is symmetric as well. (One can also directly
prove the symmetry of Bh(g; ·, ·) using integration by parts.)

Proof of Proposition 3.3. We use Proposition 2.1 to differentiate the integrals over codimension-
0 simplices, Proposition 2.4 to differentiate the integrals over codimension-1 simplices, and (16)
to differentiate the integrals over codimension-2 simplices. Proposition 2.1 immediately yields
the codimension-0 terms in (18) and (19). For the codimension-2 terms, we use that fact that
⟨ΘSg|S , ρ|S⟩ = ΘS Tr(ρ|S) to compute

∂

∂t
(2⟨ΘSg|S , ρ|S⟩ωS) = 2Θ̇S Tr(ρ|S)ωS + 2ΘS

(
∂

∂t
Tr(ρ|S)

)
ωS + 2ΘS Tr(ρ|S) ω̇S .

Bearing in mind that the coordinate expression for Tr(ρ|S) involves the inverse metric (g|S)−1, we
get

∂

∂t
Tr(ρ|S) = −⟨σ|S , ρ|S⟩.

11



Together with ω̇S = 1
2 Tr(σ|S)ωS and (16), we obtain

∂

∂t
(2⟨ΘSg|S , ρ|S⟩ωS) =

(∑
F⊃S

Jσ(n, ν)KF Tr(ρ|S)− 2ΘS⟨σ|S , ρ|S⟩+ΘS Tr(σ|S) Tr(ρ|S)

)
ωS ,

as desired. The only thing left to check is that the codimension-1 terms in (18) and (19) match
those in Proposition (2.4). Equivalently, we can check that the codimension-1 terms in (20) and (19)
match those in (12). This requires us to check that

q
−4(σ|F ) : II : (ρ|F ) + 2⟨II, σ|F ⟩Tr(ρ|F )− 2H⟨σ|F , ρ|F ⟩

y

= ⟨σ|F , JIIK⟩Tr(ρ|F )− (σ|F ) : JIIK : (ρ|F )− 3(σ|F ) : JIIK : (ρ|F ) + ⟨JIIK, σ|F ⟩Tr(ρ|F )− JHK⟨SFσ, ρ|F ⟩.

Rearranging, we must show that

q
(σ|F ) : (II−II) : (ρ|F ) + ⟨II−II, σ|F ⟩Tr(ρ|F )

y
= J2H⟨σ|F , ρ|F ⟩ −H⟨SFσ, ρ|F ⟩K .

Since both sides equal JH⟨σ|F , ρ|F ⟩+H Tr(σ|F ) Tr(ρ|F )K, the proof is complete.

3.2 Relation to distributional densitized scalar curvature

As discussed in Section 1, Definition 3.1 is motivated by a formula for the variation of the total scalar
curvature under deformations of the metric. We will elaborate on this motivation below, keeping
in mind that in Section 1, the discussion was restricted to compact domains without boundary.
Here we abandon the boundaryless assumption and consider, as above, a polyhedral domain Ω
with boundary.

The following notion of scalar curvature for Regge metrics was put forth in [9]. Let

V = {v ∈ H1
0 (Ω) | ∀T ∈ T N , v|T ∈ H2(T )}

and let g be a Regge metric. In [9] we defined the distributional densitized scalar curvature of g to
be the linear functional (Rω)dist(g) ∈ V ′ given by

⟪(Rω)dist(g), v⟫ =
∑
T

∫
T
RT v ωT + 2

∑̊
F

∫
F
JHKv ωF + 2

∑̊
S

∫
S
ΘSv ωS , ∀v ∈ V.

In the present paper, it will be convenient to extend this definition so that we can choose v = 1 as
a test function. Accordingly, we define

Ṽ = {v ∈ H1(Ω) | ∀T ∈ T N , v|T ∈ H2(T )},

and set

⟪(Rω)dist(g), v⟫ =
∑
T

∫
T
RT v ωT + 2

∑
F

∫
F
JHKv ωF + 2

∑
S

∫
S
ΘSv ωS , ∀v ∈ Ṽ . (21)

Recall that our convention is to interpret JHKF as H (the mean curvature measured by g|T , where
T ⊃ F ) if F ⊂ ∂Ω, and to interpret ΘS as π −

∑
T⊃S θST (as opposed to 2π −

∑
T⊃S θST ) if

S ⊂ ∂Ω. One can check that this generalized definition of (Rω)dist(g) yields the Gauss-Bonnet
formula 1

2⟪(Rω)dist(g), 1⟫ = 2πχ(Ω) in dimension N = 2. It is also consistent with classical
definitions of curvature for piecewise constant g on bounded domains of arbitrary dimension [2].

12



In [9], we computed the variation of ⟪(Rω)dist(g), v⟫ under deformations of the metric, with
v ∈ V fixed. A straightforward generalization of [9, Theorem 3.6] to v ∈ Ṽ yields the formula

d

dt
⟪(Rω)dist(g(t)), v⟫ = bh(g;σ, v)− ah(g;σ, v), ∀v ∈ Ṽ ,

where σ = ∂
∂tg,

bh(g;σ, v) =
∑
T

∫
T
(div div Sσ)v ωT −

∑
F

∫
F

J(div Sσ)(n) + divF (σ(n, ·))−Hσ(n, n)K v ωF

+
∑
S

∫
S

∑
F⊃S

Jσ(n, ν)KF v ωS

=
∑
T

∫
T
⟨Sσ,∇∇v⟩ωT −

∑
F

∫
F
Sσ(n, n)J∇nvKωF ,

Sσ = σ − gTrσ, and

ah(g;σ, v) =
∑
T

∫
T
⟨GT , σ⟩ v ωT +

∑
F

∫
F
⟨JIIK, σ|F ⟩ v ωF −

∑
S

∫
S
⟨ΘSg|S , σ|S⟩v ωS .

The fact that the two formulas for bh given above are equal follows from Lemma 3.4 in [9]. In
that lemma, the sums over F and S (in the first formula for bh above) are sums over interior
codimension-1 and codimension-2 simplices, but here they are sums over all codimension-1 and
codimension-2 simplices because v|∂Ω is not necessarily zero.

Since bh(g;σ, 1) = 0, we have

⟪(Gω)dist(g), σ⟫ = ah(g;σ, 1) = − d

dt

∣∣∣∣
t=0

⟪(Rω)dist(g + tσ), 1⟫

for any fixed Regge metric g. It follows that

Bh(g; ρ, σ) +Ah(g; ρ, σ) =
d

ds

∣∣∣∣
s=0

⟪(Gω)dist(g + sρ), σ⟫ = − d2

dsdt

∣∣∣∣
s=t=0

⟪(Rω)dist(g + sρ+ tσ), 1⟫.

That is, Bh(g; ·, ·) + Ah(g; ·, ·) is the second variation of ⟪(Rω)dist(g), 1⟫. Thus it is a symmetric
bilinear form.

Remark 3.6. One should think of (21) as a distributional version of∫
Ω
Rvω + 2

∫
∂Ω

Hvω∂Ω.

When v = 1, this is the Einstein-Hilbert functional with the Gibbons-Hawking-York boundary term
included [10, 18]. Its variation is

d

dt

(∫
Ω
R(g(t))vω(g(t)) + 2

∫
∂Ω

H(g(t))vω∂Ω(g(t))

)
=

∫
Ω
(div div Sσ − ⟨G, σ⟩)vω −

∫
∂Ω

(
⟨II, σ|∂Ω⟩+ (div Sσ)(n) + div∂Ω(σ(n, ·))−Hσ(n, n)

)
vω∂Ω,
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where σ = ∂
∂tg. This follows from (3) and [9, Proposition 2.2]. We can write this result as

d

dt

(∫
Ω
R(g(t))vω(g(t)) + 2

∫
∂Ω

H(g(t))vω∂Ω(g(t))

)
= b(g;σ, v)− a(g;σ, v),

where

b(g;σ, v) =

∫
Ω
(div div Sσ)vω −

∫
∂Ω

((div Sσ)(n) + div∂Ω(σ(n, ·))−Hσ(n, n)) vω∂Ω,

a(g;σ, v) =

∫
Ω
⟨G, σ⟩vω +

∫
∂Ω

⟨II, σ|∂Ω⟩vω∂Ω.

Notice that
b(g;σ, 1) = 0

because
∫
Ω(div div Sσ)ω cancels with −

∫
∂Ω(div Sσ)(n)ω∂Ω and div∂Ω(σ(n, ·))−Hσ(n, n) integrates

to zero by (8). Therefore b and a should be regarded as the smooth counterparts of bh and ah.

The following lemma shows that (Rω)dist, bh, and ah are, in a certain sense, “traces” of (Gω)dist,
Bh, and Ah.

Lemma 3.7. For any σ ∈ Σ and any v ∈ Ṽ , we have

⟪(Gω)dist(g), vg⟫ = −
(
N − 2

2

)
⟪(Rω)dist(g), v⟫, (22)

Bh(g;σ, vg) = Bh(g; vg, σ) = −
(
N − 2

2

)
bh(g;σ, v), (23)

Ah(g;σ, vg) = Ah(g; vg, σ) =

(
N − 4

2

)
ah(g;σ, v). (24)

Proof. See Appendix A for a proof of (23-24). A proof of (22) is given in [9, Remark 3.11] for
boundaryless domains, and that proof extends easily to bounded domains.

Remark 3.8. Lemma 3.7 is consistent with the fact that if g varies with t and σ = ∂
∂tg, then

⟪ d

dt
(Gω)dist(g), vg⟫ = −⟪(Gω)dist(g), vσ⟫+ d

dt
⟪(Gω)dist(g), vg⟫

= −⟪(Gω)dist(g), vσ⟫−
(
N − 2

2

)
d

dt
⟪(Rω)dist(g), v⟫

= −ah(g;σ, v)−
(
N − 2

2

)
(bh(g;σ, v)− ah(g;σ, v))

= −
(
N − 2

2

)
bh(g;σ, v) +

(
N − 4

2

)
ah(g;σ, v)

for any v ∈ Ṽ .

3.3 Distributional linearized Einstein operator

When g is the Euclidean metric δ, the bilinear form Bh(g; ·, ·) simplifies to

Bh(δ;σ, ρ) =
∑
T

∫
T
einσ : ρ+

1

2

∑
F

∫
F

JSF (∇nσ − 2(∇Fσ)(n, ·))K : ρ|F

− 1

2

∑
S

∫
S

∑
F⊃S

Jσ(n, ν)KF Tr(ρ|S),
(25)
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where all differential operators and normal vectors above are with respect to the Euclidean metric,
A : B =

∑N
i,j=1AijBij denotes the Frobenius inner product, and we have omitted the (Euclidean)

volume forms for brevity. The right-hand side of (25) is precisely the expression one encounters
when computing the action of the differential operator ein, interpreted in a distributional sense, on
piecewise smooth symmetric tensor fields possessing tangential-tangential continuity.

Lemma 3.9. For any piecewise smooth σ ∈ Σ and any smooth symmetric (0, 2)-tensor field ρ with
compact support, we have

Bh(δ;σ, ρ) = ⟪eindist σ, ρ⟫ :=
∫
Ω
σ : ein ρ,

where ein is taken with respect to the Euclidean metric δ.

Proof. See Appendix B.

4 Convergence

We will now consider a family of triangulations {Th}h>0 of Ω parametrized by h = maxT∈T N
h

hT ,

where hT = diam(T ). We address the following question: If gh is a Regge metric on Th that
approximates g, how close is its distributional densitized Einstein tensor to the densitized Einstein
tensor of g? We will measure the error with the negative-order Sobolev norm

∥σ∥H−2(Ω) = sup
ρ∈H2

0S
0
2(Ω),

ρ̸=0

⟪σ, ρ⟫H−2(Ω),H2
0 (Ω)

∥ρ∥H2(Ω)
(26)

and show that it converges to zero as h → 0 under suitable assumptions on g, {gh}h>0, and
{Th}h>0. The assumption we make on {Th}h>0 is shape-regularity; that is, there exists a constant
C0 independent of h such that

max
T∈T N

h

hT
ϱT

≤ C0

for all h > 0, where ϱT denotes the inradius of T .
Throughout what follows, ∥ · ∥W s,p(D) and | · |W s,p(D) denote the W s,p(D)-norm and W s,p(D)-

seminorm, respectively, on a subdomain D ⊆ Ω or a simplex D ∈ Th for s ≥ 0 and p ∈ [1,∞]. We
write ∥ · ∥Lp(D) = ∥ · ∥W 0,p(D), ∥ · ∥Hs(D) = ∥ · ∥W s,2(D), and | · |Hs(D) = | · |W s,2(D). We use the same
notation when taking Sobolev norms of tensor fields, like in (26). We understand these norms and
seminorms to be with respect to the Euclidean metric δ. Occasionally we will also make use of the
metric-dependent norm

∥ρ∥Lp(D,g) =

{(∫
D |ρ|pg ωD(g)

)1/p
, if 1 ≤ p < ∞,

supD |ρ|g, if p = ∞,

where ωD(g) is the induced volume form on D and |ρ|g = ⟨ρ, ρ⟩1/2g . Note that ∥·∥Lp(D,δ) = ∥·∥Lp(D).
Our main result is stated in the following theorem and will be proved in the consecutive sections.

Below, we use (Gω)(g) to denote the linear functional ρ 7→
∫
Ω⟨G(g), ρ⟩gω(g).

Theorem 4.1. Let Ω ⊂ RN be a polyhedral domain equipped with a smooth Riemannian metric g.
Let {gh}h>0 be a family of Regge metrics defined on a shape-regular family {Th}h>0 of triangulations

15



of Ω. Assume that limh→0 ∥gh− g∥L∞(Ω) = 0, and C1 := suph>0maxT∈T N
h

∥gh∥W 2,∞(T ) < ∞. Then
there exist positive constants C and h0 such that

∥(Gω)dist(gh)− (Gω)(g)∥H−2(Ω) ≤ C

(
1 + max

T
h−2
T ∥gh − g∥L∞(T ) +max

T
h−1
T |gh − g|W 1,∞(T )

)

×

(
∥gh − g∥2L2(Ω) +

∑
T

h2T |gh − g|2H1(T ) +
∑
T

h4T |gh − g|2H2(T )

)1/2

(27)

for all h ≤ h0. The constants C and h0 depend on N , ∥g∥W 2,∞(Ω), ∥g−1∥L∞(Ω), C0, and C1.

Notice that if gh satisfies error estimates of the form

|gh − g|W s,p(T ) = O(hr+1−s
T ), (s, p) ∈ {(0,∞), (1,∞), (0, 2), (1, 2), (2, 2)} (28)

for some integer r ≥ 1, then Theorem 4.1 leads to an error estimate of the form ∥(Gω)dist(gh) −
(Gω)(g)∥H−2(Ω) = O(hr+1). This is typically the case when gh is a piecewise polynomial interpolant
of g of degree r ≥ 1.

To make this more precise, and to accommodate slightly more natural hypotheses than (28),
we follow [9] and define the notion of an optimal-order interpolation operator onto the Regge finite
element space. Recall that the Regge finite element space of degree r ≥ 0 consists of symmetric
(0, 2)-tensor fields on Ω that are piecewise polynomial of degree at most r and possess single-valued
tangential-tangential components on codimension-1 simplices.

Definition 4.2 (Definition 4.2 in [9]). Let Ih be a map that sends smooth symmetric (0, 2)-tensor
fields on Ω to the Regge finite element space of degree r ≥ 0. We say that Ih is an optimal-
order interpolation operator of degree r if there exists a number m ∈ {0, 1, . . . , N} and a constant
C2 = C2(N, r, hT /ϱT , t, s) such that for every p ∈ [1,∞], every s ∈ (m/p, r+1], every t ∈ [0, s], and
every symmetric (0, 2)-tensor field g possessing W s,p(Ω)-regularity, Ihg exists (upon continuously
extending Ih) and satisfies

|Ihg − g|W t,p(T ) ≤ C2h
s−t
T |g|W s,p(T ) (29)

for every T ∈ T N
h . We call the number m the codimension index of Ih. A Regge metric gh

is called an optimal-order interpolant of g having degree r and codimension index m if it is the
image of a Riemannian metric g under an optimal-order interpolation operator having degree r and
codimension index m.

As discussed in [9], an example of an optimal-order interpolation operator is the canonical
interpolation operator onto the degree-r Regge finite element space introduced in [13, Chapter 2].
It has codimension index m = N − 1 because its degrees of freedom involve integrals over simplices
of codimension at most N − 1, which are generally ill-defined unless g possesses W s,p(Ω)-regularity
with s > (N − 1)/p.

Corollary 4.3. Let Ω, g, and {Th}h>0 be as in Theorem 4.1. Let {gh}h>0 be a family of optimal-
order interpolants of g having degree r ≥ 1 and codimension index m. Then there exist positive
constants C and h0 such that

∥(Gω)dist(gh)− (Gω)(g)∥H−2(Ω) ≤ C

(∑
T

h
p(r+1)
T |g|p

W r+1,p(T )

)1/p
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for all h ≤ h0 and all p ∈ [2,∞] satisfying p > m
r+1 . (We interpret the right-hand side as

CmaxT hr+1
T |g|W r+1,∞(T ) if p = ∞.) The constants C and h0 depend on the same quantities listed

in Theorem 4.1, as well as on Ω and r.

Remark 4.4. The corollary above continues to hold if we relax (29) to the condition that

|Ihg − g|W t,p(T ) ≤ C2h
s−t
T

∑
T ′:T ′∩T ̸=∅

|g|W s,p(T ′), (30)

where the sum is over all T ′ ∈ T N
h that share a subsimplex with T . We will exploit this observation

in Section 5 by using an interpolant that satisfies (30) but not (29) to do our numerical experiments.

In what follows, we reuse the letter C to denote a positive constant that may change at each
occurrence and may depend on N , ∥g∥W 2,∞(Ω), ∥g−1∥L∞(Ω), C0, and C1.

We will prove Theorem 4.1 using a strategy that parallels the one used in [9]. Consider the
evolving metric

g̃(t) = (1− t)g + tgh

with time derivative

σ =
∂

∂t
g̃(t) = gh − g.

Since g̃(0) = g, g̃(1) = gh, and g̃(t) is a Regge metric for all t ∈ [0, 1], Proposition 3.3 implies that

⟪(Gω)dist(gh)− (Gω)(g), ρ⟫ =
∫ 1

0
Bh(g̃(t);σ, ρ) +Ah(g̃(t);σ, ρ) dt, ∀ρ ∈ Σ. (31)

Thus, we can estimate (Gω)dist(gh) − (Gω)(g) by estimating the bilinear forms Bh(g̃(t); ·, ·) and
Ah(g̃(t); ·, ·).

First we need to recall a few basic estimates that were discussed in [9, Section 4], all of which
were proved or follow readily from estimates proved in [8, Section 4.2]. Assume that limh→0 ∥gh −
g∥L∞(Ω) = 0 and suph>0maxT∈T N

h
∥gh∥W 2,∞(T ) < ∞. Then for every h sufficiently small and every

t ∈ [0, 1],
∥g̃∥L∞(Ω) + ∥g̃−1∥L∞(Ω) + max

T∈T N
h

|g̃|W 1,∞(T ) + max
T∈T N

h

|g̃|W 2,∞(T ) ≤ C. (32)

Furthermore,
C−1∥ρ∥Lp(D,g̃(t2)) ≤ ∥ρ∥Lp(D,g̃(t1)) ≤ C∥ρ∥Lp(D,g̃(t2)) (33)

and
C−1∥ρ∥Lp(D) ≤ ∥ρ∥Lp(D,g̃(t1)) ≤ C∥ρ∥Lp(D) (34)

for every t1, t2 ∈ [0, 1], every simplex D ∈ Th, every p ∈ [1,∞], every tensor field ρ having finite
Lp(D)-norm, and every h sufficiently small. We select h0 > 0 so that (32-34) hold for all h ≤ h0,
and we tacitly use these inequalities throughout our analysis.

We will need the following additional estimates in our analysis. Note that in what follows, we
make explicit the dependencies of various quantities on the metric by either appending a subscript
or by referencing the metric in parentheses. In particular, on the boundary of any N -simplex T , we
let ng̃ denote the outward unit normal vector with respect to g̃|T . We remark that the Euclidean
length of ng̃ is everywhere bounded above by a constant independent of h and t, owing to (32).
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Lemma 4.5. Let F ∈ T̊ N−1
h , and let T1, T2 ∈ T N

h be such that F = T1 ∩ T2. Let ρ ∈ H2
0S

0
2(Ω).

There holds

∥JII(g̃)K∥L∞(F,g̃) ≤ C∥Jgh − gK∥W 1,∞(F ) ≤ C
(
∥gh − g∥W 1,∞(T1) + ∥gh − g∥W 1,∞(T2)

)
, (35)

∥J(∇g̃,ng̃
ρ)|F K∥L2(F,g̃) ≤ C

(
∥Jgh − gK∥L∞(F )∥∇δρ∥L2(F ) + ∥Jgh − gK∥W 1,∞(F )∥ρ∥L2(F )

)
≤ C

(
∥∇δρ∥L2(F )

2∑
i=1

∥gh − g∥L∞(Ti) + ∥ρ∥L2(F )

2∑
i=1

∥gh − g∥W 1,∞(Ti)

)
. (36)

If gh is piecewise constant, then ∥gh − g∥W 1,∞ can be replaced by ∥gh − g∥L∞ in both estimates.

Proof. The first statement was proved in the proof of [9, Lemma 4.9]. For the second we proceed
similarly by using the fact that JabK = JaK{b}+ {a}JbK, where {·} denotes the average across F . In
Euclidean coordinates, the components of ∇g̃,ng̃

ρ satisfy

∥J(∇g̃,ng̃
ρ)ijK∥L2(F,g̃) ≤ C∥J(∇g̃,ng̃

ρ)ijK∥L2(F )

= C∥J(∂lρij − Γ̃k
liρkj − Γ̃k

ljρik)n
l
g̃K∥L2(F )

≤ C(∥∂lρijJnl
g̃K∥L2(F ) + ∥ρ∥L2(F )(∥JΓ̃K∥L∞(F )∥{ng̃}∥L∞(F ) + ∥{Γ̃}∥L∞(F )∥Jng̃K∥L∞(F ))

≤ C
(
∥∇δρ∥L2(F )∥Jng̃K∥L∞(F ) + ∥ρ∥L2(F )(∥Jgh − gK∥W 1,∞(F ) + ∥Jng̃K∥L∞(F ))

)
≤ C

(
∥∇δρ∥L2(F )∥Jgh − gK∥L∞(F ) + ∥ρ∥L2(F )∥Jgh − gK∥W 1,∞(F )

)
≤ C

(
∥∇δρ∥L2(F )

2∑
k=1

∥gh − g∥L∞(Tk) + ∥ρ∥L2(F )

2∑
k=1

∥gh − g∥W 1,∞(Tk)

)
.

Here, we used the notation Γ̃k
ij for the Christoffel symbols of the second kind associated with g̃,

and we used the following two inequalities that follow from [9, Equation (43)] and [9, Lemma 4.6],
respectively:

∥JΓ̃K∥L∞(F ) ≤ C∥Jgh − gK∥W 1,∞(F ), (37)

∥Jng̃K∥L∞(F ) ≤ C∥Jg̃K∥L∞(F ) = C∥Jg̃ − gK∥L∞(F ) ≤ C∥Jgh − gK∥L∞(F ). (38)

If gh is piecewise constant there holds ∥Jgh − gK∥W 1,∞(F ) = ∥Jgh − gK∥L∞(F ).

We define the following mesh-dependent norms:

|||σ|||22 :=
∑
T

(
∥σ∥2L2(T ) + h2T |σ|2H1(T )

)
, ||||σ||||22 :=

∑
T

(
∥σ∥2L2(T ) + h2T |σ|2H1(T ) + h4T |σ|2H2

)
. (39)

We write, e.g., |||σ|||2,Ti
if only element Ti ∈ T N

h is considered in the sum.
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4.1 Convergence of the bilinear form Bh

We investigate the convergence of the bilinear form Bh(g̃; ·, ·) defined in (20). Let ρ be an arbitrary
member of H2

0S
0
2(Ω), and let σ = gh − g. We can use the symmetry of Bh(g̃; ·, ·) to write

Bh(g̃;σ, ρ) =
∑
T

∫
T
⟨eing̃ ρ, σ⟩g̃ωT (g̃)

+
∑̊
F

∫
F

1

2
⟨Jρ(ng̃, ng̃)II(g̃) + SF,g̃(∇g̃,ng̃

ρ− 2(∇F,g̃ρ)(ng̃, ·))K, σ|F ⟩g̃ωF (g̃)

+
∑̊
F

∫
F

1

2

(
⟨ρ|F , JII(g̃)K⟩g̃ Trg̃(σ|F )− (ρ|F ) : JII(g̃)K : (σ|F )

)
ωF (g̃)

−
∑̊
S

∫
S

1

2

∑
F⊃S

Jρ(ng̃, νg̃)KF Trg̃(σ|S)ωS(g̃). (40)

Notice that the sums over codimension-1 simplices F and codimension-2 simplices S appearing
above are sums over interior simplices (recall Remark 3.2), owing to the fact that ρ and its first
derivatives vanish on ∂Ω.

In the following we will estimate the codimension-0, codimension-1, and codimension-2 terms
separately.

Lemma 4.6. There holds∣∣∣∣∣∑
T

∫
T
⟨eing̃ ρ, σ⟩g̃ωT (g̃)

∣∣∣∣∣ ≤ C∥gh − g∥L2(Ω)∥ρ∥H2(Ω).

Proof. This follows immediately from the assumption suph>0maxT∈T N
h

∥gh∥W 2,∞(T ) < ∞. It im-
plies that

∥ eing̃ ρ∥L2(T ) ≤ C∥ρ∥H2(T )

and thus∣∣∣∣∫
T
⟨eing̃ ρ, σ⟩g̃ωT (g̃)

∣∣∣∣ ≤ ∥ eing̃ ρ∥L2(T,g̃)∥σ∥L2(T,g̃) ≤ C∥ρ∥H2(T )∥σ∥L2(T ) = C∥ρ∥H2(T )∥gh − g∥L2(T ).

Summing over all T ∈ T N
h finishes the proof.

Lemma 4.7. There holds∣∣∣∣∣∑̊
F

∫
F
⟨JSF,g̃(∇g̃,ng̃

ρ− 2(∇F,g̃ρ)(ng̃, ·))K, σ|F ⟩g̃ωF (g̃)

∣∣∣∣∣ ≤
C
(
max
T

(
h−1
T ∥gh − g∥W 1,∞(T )

)
|||ρ|||2 +max

T

(
h−1
T ∥gh − g∥L∞(T )

)
|||∇δρ|||2

)
|||gh − g|||2 (41)

and ∣∣∣∣∣∑̊
F

∫
F

(
⟨Jρ(ng̃, ng̃)II(g̃)K, σ|F ⟩g̃ + ⟨ρ|F , JII(g̃)K⟩g̃ Trg̃(σ|F )− (ρ|F ) : JII(g̃)K : (σ|F )

)
ωF (g̃)

∣∣∣∣∣
≤ Cmax

T

(
h−1
T ∥gh − g∥W 1,∞(T )

)
|||gh − g|||2 |||ρ|||2 . (42)

If gh is piecewise constant, then ∥gh − g∥W 1,∞(T ) can be replaced by ∥gh − g∥L∞(T ) in (41)-(42).
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Proof. Consider a face F shared by two N -simplices T1 and T2. Notice that

⟨JSF,g̃∇g̃,ng̃
ρK, σ|F ⟩g̃ = ⟨SF,g̃J∇g̃,ng̃

ρK, σ|F ⟩g̃ = ⟨J(∇g̃,ng̃
ρ)|F K,SF,g̃σ⟩g̃.

Thus, for the first term in (41), we can use the bound ∥SF,g̃σ∥L2(F,g̃) ≤ C∥σ|F ∥L2(F,g̃) together with
the trace inequality

∥ρ∥2L2(F ) ≤ C(h−1
T1

∥ρ∥2L2(T1)
+ hT1 |ρ|2H1(T1)

) (43)

and Lemma 4.5 to write∣∣∣∣∫
F
⟨JSF,g̃∇g̃,ng̃

ρK, σ|F ⟩g̃ ωF (g̃)

∣∣∣∣
≤ C∥J(∇g̃,ng̃

ρ)|F K∥L2(F,g̃)∥σ|F ∥L2(F,g̃)

≤ C
( 2∑

i=1

∥gh − g∥W 1,∞(Ti)∥ρ∥L2(F ) +

2∑
i=1

∥gh − g∥L∞(Ti)∥∇δρ∥L2(F )

)
∥σ|F ∥L2(F )

≤ Ch−1
T1

( 2∑
i=1

∥gh − g∥W 1,∞(Ti) |||ρ|||2,T1
+

2∑
i=1

∥gh − g∥L∞(Ti) |||∇δρ|||2,T1

)
|||σ|||2,T1

.

By the shape-regularity of Th, we have C−1 ≤ hT1/hT2 ≤ C for some constant C independent of h
and F , so∣∣∣∑̊

F

∫
F
⟨JSF,g̃∇g̃,ng̃

ρK, σ|F ⟩g̃ωF (g̃)
∣∣∣

≤ C
(
max
T

(
h−1
T ∥gh − g∥W 1,∞(T )

)
|||ρ|||2 +max

T

(
h−1
T ∥gh − g∥L∞(T )

)
|||∇δρ|||2

)
|||gh − g|||2 .

The other terms in (41) follow analogously. For (42) we observe that

Jρ(ng̃, ng̃)II(g̃)K = J(ρ, ng̃ ⊗ ng̃)II(g̃)K = (ρ, Jng̃ ⊗ ng̃K){II(g̃)}+ (ρ, {ng̃ ⊗ ng̃})JII(g̃)K,

where (·, ·) denotes the natural pairing between (0, 2)-tensors and (2, 0)-tensors. Since Jng̃ ⊗ ng̃K =
Jng̃K ⊗ {ng̃}+ {ng̃} ⊗ Jng̃K, we can use Lemma 4.5, (38), and the trace inequality to estimate∣∣∣∣∫

F

(
⟨Jρ(ng̃, ng̃)II(g̃)K, σ|F ⟩g̃ + ⟨ρ|F , JII(g̃)K⟩g̃ Trg̃(σ|F )− (ρ|F ) : JII(g̃)K : (σ|F )

)
ωF (g̃)

∣∣∣∣
≤ C

(
∥Jng̃K∥L∞(F,g̃) + ∥JII(g̃)K∥L∞(F,g̃) + ∥JII(g̃)K∥L∞(F,g̃)

)
∥ρ∥L2(F,g̃)∥σ|F ∥L2(F,g̃)

≤ Ch−1
T1

2∑
i=1

∥gh − g∥W 1,∞(Ti) |||σ|||2,T1
|||ρ|||2,T1

.

With the same shape-regularity argument as before, we obtain∣∣∣∣∣∑̊
F

∫
F

(
⟨Jρ(ng̃, ng̃)II(g̃)K, σ|F ⟩g̃ + ⟨ρ|F , JII(g̃)K⟩g̃ Trg̃(σ|F )− (ρ|F ) : JII(g̃)K : (σ|F )

)
ωF (g̃)

∣∣∣∣∣
≤ Cmax

T

(
h−1
T ∥gh − g∥W 1,∞(T )

)
|||gh − g|||2 |||ρ|||2 .
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Lemma 4.8. There holds∣∣∣∣∣∑̊
S

∫
S

∑
F⊃S

Jρ(ng̃, νg̃)KF Trg̃(σ|S)ωS(g̃)

∣∣∣∣∣ ≤ Cmax
T

(
h−2
T ∥gh − g∥L∞(T )

)
||||ρ||||2 ||||gh − g||||2 .

Proof. By the shape regularity of Th, the number of faces attached to S is bounded by a constant
C independent of h. Using (38) and the analogous estimate ∥Jνg̃KF ∥L∞(S) ≤ C∥Jgh − gKF ∥L∞(S),
we see that ∥∥∥ ∑

F⊃S

Jρ(ng̃, νg̃)KF
∥∥∥
L2(S)

=
∥∥∥ ∑
F⊃S

ρ(Jng̃KF , {νg̃}F ) + ρ({ng̃}F , Jνg̃KF )
∥∥∥
L2(S)

≤ C
∑
F⊃S

∥Jgh − gKF ∥L∞(S)∥ρ∥L2(S).

Thus, ∣∣∣∣∣
∫
S

∑
F⊃S

Jρ(ng̃, νg̃)KF Trg̃(σ|S)ωS(g̃)

∣∣∣∣∣ ≤ C
∑
F⊃S

∥Jgh − gKF ∥L∞(S)∥ρ∥L2(S)∥σ|S∥L2(S).

With the codimension-2 trace inequality

∥v∥2L2(S) ≤ C
(
h−2
T ∥v∥2L2(T ) + |v|2H1(T ) + h2T |v|2H2(T )

)
, S ⊂ T,

we get ∣∣∣∣∣∑̊
S

∫
S

∑
F⊃S

Jρ(ng̃, νg̃)KF Trg̃(σ|S)ωS(g̃)

∣∣∣∣∣ ≤ Cmax
T

∥gh − g∥L∞(T )h
−2
T ||||ρ||||2 ||||σ||||2 .

Collecting our results, we can state a bound on the bilinear form Bh(g̃; ·, ·).

Proposition 4.9. For every h ≤ h0, every t ∈ [0, 1], and every ρ ∈ H2
0S

0
2(Ω), we have (with

σ = gh − g)

|Bh(g̃;σ, ρ)| ≤ C

(
1 + max

T
h−2
T ∥gh − g∥L∞(T ) +max

T
h−1
T |gh − g|W 1,∞(T )

)
||||gh − g||||2 ||||ρ||||2 .

Proof. Combine Lemmas 4.6, 4.7, and 4.8.

4.2 Convergence of the bilinear form Ah

We investigate the convergence of the bilinear form Ah(g; ·, ·) defined in (19). We start with the
codimension-0 terms. As before, ρ denotes an arbitrary member of H2

0S
0
2(Ω), and σ = gh − g.

Lemma 4.10. There holds∣∣∣∣∑
T

∫
T

(
2σ : Riem(g̃) : ρ+ ⟨Ric(g̃), σ⟩g̃ Trg̃ ρ+ ⟨Ric(g̃), ρ⟩g̃ Trg̃ σ

+R(g̃)⟨Jg̃σ, ρ⟩g̃ − 2σ : Ric(g̃) : ρ
)
ωT (g̃)

∣∣∣∣ ≤ C∥gh − g∥L2(Ω)∥ρ∥L2(Ω).
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Proof. Since we assume that suph>0maxT∈T N
h

∥gh∥W 2,∞(T ) < ∞, we see from (32) that the curva-

ture quantities associated with g̃ satisfy

∥Riem(g̃)∥L∞(T ) ≤ C, ∥Ric(g̃)∥L∞(T ) ≤ C, ∥R(g̃)∥L∞(T ) ≤ C

for every h ≤ h0, every t ∈ [0, 1], and every T ∈ T N
h . It follows that∣∣∣∣∫

T

(
2σ : Riem(g̃) : ρ+ ⟨Ric(g̃), σ⟩g̃ Trg̃ ρ+ ⟨Ric(g̃), ρ⟩g̃ Trg̃ σ +R(g̃)⟨Jg̃σ, ρ⟩g̃ − 2σ : Ric(g̃) : ρ

)
ωT (g̃)

∣∣∣∣
≤ C∥σ∥L2(T,g̃)∥ρ∥L2(T,g̃) ≤ C∥gh − g∥L2(T )∥ρ∥L2(T ).

Summing over all T ∈ T N
h completes the proof.

Next, we consider the codimension-1 terms in (19).

Lemma 4.11. There holds∣∣∣∣∑̊
F

∫
F

(
− 3(σ|F ) : JII(g̃)K : (ρ|F ) + ⟨JII(g̃)K, σ|F ⟩g̃ Trg̃(ρ|F ) + Trg̃(σ|F )⟨JII(g̃)K, ρ|F ⟩g̃

− JH(g̃)K⟨SF,g̃σ, ρ|F ⟩g̃
)
ωF (g̃)

∣∣∣∣ ≤ Cmax
T

(
h−1
T ∥gh − g∥W 1,∞(T )

)
|||gh − g|||2 |||ρ|||2 .

If gh is piecewise constant, then ∥gh − g∥W 1,∞(T ) can be replaced by ∥gh − g∥L∞(T ).

Proof. Consider an interior (N−1)-simplex F with adjacent elements T1, T2 such that F = T1∩T2.
From Lemma 4.5 we have (noting that H = Tr II)

∥JII(g̃)K∥L∞(F ) + ∥JH(g̃)K∥L∞(F ) ≤ C
(
∥gh − g∥W 1,∞(T1) + ∥gh − g∥W 1,∞(T2)

)
.

It follows that with Lemma 4.5 and the trace inequality,∣∣∣∣ ∫
F
(σ|F ) : JII(g̃)K : (ρ|F )ωF (g̃)

∣∣∣∣ ≤ ∥JII(g̃)K∥L∞(F,g̃)∥σ|F ∥L2(F,g̃)∥ρ|F ∥L2(F,g̃)

≤ C∥JII(g̃)K∥L∞(F )∥σ|F ∥L2(F )∥ρ|F ∥L2(F )

≤ Ch−1
T1

2∑
i=1

∥gh − g∥W 1,∞(Ti) |||σ|||2,T1
|||ρ|||2,T1

.

By the shape-regularity of Th, we have as in the proof of Lemma 4.7∣∣∣∣∣∑̊
F

∫
F
(σ|F ) : JII(g̃)K : (ρ|F )ωF (g̃)

∣∣∣∣∣ ≤ Cmax
T

(
h−1
T ∥gh − g∥W 1,∞(T )

)
|||gh − g|||2 |||ρ|||2 .

The other terms follow analogously.

Finally, we estimate the codimension-2 terms in (19).

Lemma 4.12. There holds∣∣∣∣∣∑̊
S

∫
S

(
2ΘS(g̃)⟨σ|S , ρ|S⟩g̃ −ΘS(g̃) Trg̃(σ|S) Trg̃(ρ|S)

)
ωS(g̃)

∣∣∣∣∣
≤ Cmax

T

(
h−2
T ∥gh − g∥L∞(T )

)
||||gh − g||||2 ||||ρ||||2 .
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Proof. The proof follows the same lines as the proof of [9, Lemma 4.13].

Collecting our results, we can state a bound on the bilinear form Ah(g̃; ·, ·).
Proposition 4.13. For every h ≤ h0, every t ∈ [0, 1], and every ρ ∈ H2

0S
0
2(Ω), we have (with

σ = gh − g),

|Ah(g̃;σ, ρ)| ≤ C

(
1 + max

T
h−2
T ∥gh − g∥L∞(T ) +max

T
h−1
T |gh − g|W 1,∞(T )

)
||||gh − g||||2 ||||ρ||||2 .

Proof. Combine Lemmas 4.10, 4.11, and 4.12.

4.3 Putting it all together

Proof of Theorem 4.1 and Corollary 4.3. Using the integral representation (31) of the error to-
gether with Proposition 4.9 and Proposition 4.13 yields Theorem 4.1. To deduce Corollary 4.3, we
use the approximation property (29) of the optimal-order interpolant together with the bounds

∥gh − g∥L2(Ω) ≤ |Ω|1/2−1/p∥gh − g∥Lp(Ω),(∑
T

h2T |gh − g|2H1(T )

)1/2

≤ |Ω|1/2−1/p

(∑
T

hpT |gh − g|p
W 1,p(T )

)1/p

,

(∑
T

h4T |gh − g|2H2(T )

)1/2

≤ |Ω|1/2−1/p

(∑
T

h2pT |gh − g|p
W 2,p(T )

)1/p

,

which hold for all p ∈ [2,∞] (with the obvious modifications for p = ∞).

Remark 4.14 (Non-convergence for piecewise constant Regge metrics). Corollary 4.3 states op-
timal convergence rates of order r + 1 if optimal-order interpolants of order r ≥ 1 are used. In
the lowest-order case (r = 0), Corollary 4.3 makes no claims about the convergence of the distri-
butional Einstein tensor. This is because the upper bounds on the terms estimated in Lemma 4.8
and Lemma 4.12—which correspond to the codimension-2 terms in Bh and Ah—do not approach
0 as h → 0 when r = 0. The upper bounds on all other terms estimated above—which correspond
to the codimension-0 and codimension-1 terms in Bh and Ah—still converge linearly when r = 0.

This is in agreement with the results in [9] for the scalar curvature in dimension N ≥ 3, where
also no convergence is obtained in the lowest-order case. In the numerical experiment in Section 5,
we observe a large pre-asymptotic regime where the total error still seems to converge linearly
for r = 0. To verify that our analysis is sharp, we will see numerically that the terms estimated
in Lemma 4.8 and Lemma 4.12, as well as their sum, fail to converge when r = 0. We will see
that these terms are quite small in comparison to the total error (even on meshes with fairly high
resolution), making the non-convergence of the total error difficult to detect.

An improved convergence rate for the distributional Einstein tensor is expected if one uses the
canonical Regge interpolant [13, Chapter 2] to interpolate the metric in dimension N = 3. This
superconvergent behavior has been observed for the scalar curvature in [9] for N = 3 and proved
for the Gaussian curvature in [11] for N = 2. This, however, will be a topic of future research.

5 Numerical examples

In this section we present numerical experiments in dimension N = 3 to illustrate the predicted
convergence rates. The examples were performed in the open source finite element library NGSolve2

2www.ngsolve.org
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[15, 16], where the Regge finite elements are available for arbitrary polynomial order. We construct
an optimal-order interpolant gh of a given metric tensor g as follows. On each element T , the local
L2 best-approximation ḡh|T of g|T is computed. Then the tangential-tangential degrees of freedom
shared by two or more neighboring elements are averaged to obtain a globally tangential-tangential
continuous interpolant gh. In [9, Appendix A] a verification that this interpolant is an optimal-order
interpolant in the sense of Remark 4.4 on shape-regular, quasi-uniform triangulations is given.

To compute the H−2(Ω)-norm of the error f := (Gω)dist(gh) − (Gω)(g) we make use of the
fact that ∥f∥H−2(Ω) is equivalent to ∥ρ∥H2(Ω), where ρ ∈ H2

0S
0
2(Ω) solves the (component-wise)

biharmonic equation ∆2ρ = f . This equation will be solved numerically using the (Euclidean)
Hellan–Herrmann–Johnson method [7] for each component of ρ. To prevent the discretization error
from spoiling the real error, we use for ρh two polynomial orders more than for gh.

We consider in dimension N = 3 the example proposed in [9] on the unit cube Ω = (−1, 1)3.
The Riemannian metric tensor is induced by the embedding (x, y, z) 7→ (x, y, f(x, y, z)), where
f(x, y, z) := 1

2(x
2 + y2 + z2)− 1

12(x
4 + y4 + z4). The scalar curvature is

R(g)(x, y, z) =
18
(
(1− x2)(1− y2)(9 + q(z)) + (1− y2)(1− z2)(9 + q(x)) + (1− z2)(1− x2)(9 + q(y))

)
(9 + q(x) + q(y) + q(z))2

,

where q(x) = x2(x2 − 3)2, and the components of the (symmetric) Ricci tensor read

Ricxx = −9(x2 − 1)((y2 + z2 − 2)(q(x) + 9) + (z2 − 1)q(y) + q(z)(y2 − 1))

(9 + q(x) + q(y) + q(z))2
,

Ricyy = −9(y2 − 1)((x2 + z2 − 2)(q(y) + 9) + (z2 − 1)q(x) + q(z)(x2 − 1))

(9 + q(x) + q(y) + q(z))2
,

Riczz = −9(z2 − 1)((y2 + x2 − 2)(q(z) + 9) + (x2 − 1)q(y) + q(x)(y2 − 1))

(9 + q(x) + q(y) + q(z))2
,

Ricxy = −9(y2 − 3)y(x2 − 3)x(x2 − 1)(y2 − 1)

(9 + q(x) + q(y) + q(z))2
,

Ricxz = −9(z2 − 3)z(x2 − 3)x(x2 − 1)(z2 − 1)

(9 + q(x) + q(y) + q(z))2
,

Ricyz = −9(y2 − 3)y(z2 − 3)z(z2 − 1)(y2 − 1)

(9 + q(x) + q(y) + q(z))2
.

The exact Einstein tensor is therefore obtained from G = Ric−1
2Rg.

We start with a structured mesh consisting of 6 · 23k tetrahedra, with maximum edge length
h̃ = maxT hT =

√
3 21−k (and minimal edge length 21−k) for k = 0, 1, . . . . To avoid possible

superconvergence due to mesh symmetries, we perturb each component of the inner mesh vertices
by a random number drawn from a uniform distribution in the range [−h̃ 2−(2·3+1)/2, h̃ 2−(2·3+1)/2].
As depicted in Figure 1 and listed in Table 1, linear convergence is observed when gh has polynomial
degree r = 0. For r = 1 and r = 2, higher convergence rates are obtained as expected. This indicates
that Theorem 4.1 and Corollary 4.3 are sharp for r ≥ 1. For r = 0 we observe numerically linear
convergence, which is better than predicted by Theorem 4.1. However, further investigation suggests
that the observed linear convergence for r = 0 is pre-asymptotic. Indeed, to test if the estimates
in Lemma 4.8 and Lemma 4.12, as well as their sum, are sharp, we compute the H−2(Ω)-norms of
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Figure 1: Convergence of the distributional Einstein tensor in the H−2(Ω)-norm in dimension
N = 3 with respect to the number of degrees of freedom (ndof) of gh for r = 0, 1, 2.

r = 0 r = 1 r = 2

h Error Order Error Order Error Order

3.464 · 10−0

1.851 · 10−0

9.772 · 10−1

5.245 · 10−1

2.682 · 10−1

1.362 · 10−1

6.913 · 10−2

1.736 · 10−1

1.097 · 10−1 0.73
4.121 · 10−2 1.53
1.734 · 10−2 1.39
7.975 · 10−3 1.16
3.837 · 10−3 1.08
1.874 · 10−3 1.06

1.041 · 10−1

2.809 · 10−2 2.09
1.224 · 10−2 1.3
3.765 · 10−3 1.89
1.018 · 10−3 1.95
2.654 · 10−4 1.98
6.769 · 10−5 2.01

1.364 · 10−2

1.898 · 10−2 -0.53
2.420 · 10−3 3.22
3.336 · 10−4 3.19
4.390 · 10−5 3.02
5.631 · 10−6 3.03
10−6

Table 1: Same as Figure 1, but in tabular form.

the linear functionals

F1 : v 7→ −1

2

∫ 1

0

∑̊
S

∫
S

∑
F⊃S

Jv(ng̃, νg̃)KF Trg̃(σ|S)ωS(g̃) dt,

F2 : v 7→ 1

2

∫ 1

0

∑̊
S

∫
S

(
2ΘS(g̃)⟨σ|S , v|S⟩g̃ −ΘS(g̃) Trg̃(σ|S) Trg̃(v|S)

)
ωS(g̃) dt,

F3 = F1 + F2.

(44)

We approximate the parameter integrals above by a Gaussian quadrature with 5 and 7 Gauss points.
As depicted in Figure 2, the norms of these functionals with r = 0 stagnate at about 2× 10−4 after
first converging with a cubic rate. Note that this stagnation is not an artifact of our use of Gaussian
quadrature to approximate the parameter integral; increasing the quadrature order has a negligible
effect on the results. The number 2×10−4 is below the overall error of about 2×10−3 for the finest
grid; cf. Table 1. Therefore, the lack of convergence predicted by Theorem 4.1 is not yet visible in
Figure 1. For r = 1 the expected rate of O(h2) for (44) is clearly obtained.
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Figure 2: Convergence of the three functionals in (44) in the H−2(Ω)-norm with respect to number
of degrees of freedom (ndof) for 5 and 7 Gauss points (gp) in dimension N = 3. Left: r = 0. Right:
r = 1.
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A Proof of Lemma 3.7

Proof of Lemma 3.7 (Equations (23)-(24)). We will first show that Ah(g;σ, vg) =
(
N−4
2

)
ah(g;σ, v)

by choosing ρ = vg in (19). On each N -simplex T , we use the identities 2σ : Riem : g = −2⟨Ric, σ⟩,
Tr(g) = N , ⟨Ric, g⟩ = R, ⟨Jσ, g⟩ = (1− N

2 )(Trσ), and −2σ : Ric : g = −2⟨σ,Ric⟩ to compute

2σ : Riem : vg + ⟨Ric, σ⟩Tr(vg) + ⟨Ric, vg⟩Trσ +R⟨Jσ, vg⟩ − 2σ : Ric : vg

= −2⟨Ric, σ⟩v +N⟨Ric, σ⟩v +R(Trσ)v + (1− N
2 )R(Trσ)v − 2⟨σ,Ric⟩v

= (N − 4)⟨Ric, σ⟩v + (2− N
2 )R(Trσ)v

= (N − 4)⟨G, σ⟩v.

On each (N − 1)-simplex F , we use the identities Tr(g|F ) = N − 1, Tr II = −(N − 2)H, and
Tr(SFσ) = −(N − 2)Tr(σ|F ) to compute

−3(σ|F ) : JIIK : (vg|F ) + ⟨JIIK, σ|F ⟩Tr(vg|F ) + Tr(σ|F )⟨JIIK, vg|F ⟩ − JHK⟨SFσ, vg|F ⟩
= −3⟨σ|F , JIIK⟩v + (N − 1)⟨JIIK, σ|F ⟩v − (N − 2)Tr(σ|F )JHKv + (N − 2)JHKTr(σ|F )v
= (N − 4)⟨JIIK, σ|F ⟩v.

Lastly, on each (N − 2)-simplex S, we have

2ΘS⟨σ|S , vg|S⟩ −ΘS Tr(σ|S) Tr(vg|S) = 2ΘS Tr(σ|S)v − (N − 2)ΘS Tr(σ|S)v = −(N − 4)ΘS Tr(σ|S)v.

It follows that
2Ah(g;σ, vg) = (N − 4)ah(g;σ, v).
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By the symmetry of Ah(g; ·, ·), (24) holds.
Next we will show that Bh(g; vg, ρ) = −

(
N−2
2

)
bh(g; ρ, v) for all ρ ∈ Σ and all v ∈ Ṽ by

choosing σ = vg in (20). On each N -simplex T , we use the identities Jg = g − N
2 g = −

(
N−2
2

)
g

and J∇∇v = ∇∇v − 1
2g∆v to compute

2 ein(vg) = 2J def div J(vg)− J∆(vg)

= −(N − 2)J def div(vg)− J(g∆v)

= −(N − 2)J∇∇v +

(
N − 2

2

)
g∆v

= −(N − 2)∇∇v +

(
N − 2

2

)
g∆v +

(
N − 2

2

)
g∆v

= −(N − 2)S∇∇v.

On each (N − 1)-simplex F , we use the identities SF g = −(N − 2)g|F and Sρ(n, n) = −Tr(ρ|F ) to
compute

⟨JSF (∇n(vg)− 2(∇F (vg))(n, ·))K, ρ|F ⟩ = ⟨JSF ((∇nv)g − 2(∇F v)g(n, ·))K, ρ|F ⟩
= ⟨JSF ((∇nv)g)K, ρ|F ⟩
= −(N − 2)J∇nvKTr(ρ|F )
= (N − 2)J∇nvKSρ(n, n),

where the second line follows from the fact that g(n, ·)|F = 0. Also,

⟨Jvg(n, n)IIK, ρ|F ⟩+ ⟨vg|F , JIIK⟩Tr(ρ|F )− (vg|F ) : JIIK : (ρ|F )
= ⟨JIIK, ρ|F ⟩v + JHKTr(ρ|F )v − ⟨JIIK, ρ|F ⟩v
= ⟨JIIK, ρ|F ⟩v − ⟨II, ρ|F ⟩v
= 0.

Lastly, the integrals over S in (20) vanish when σ = vg because g(n, ν) = 0. It follows that

2Bh(g; vg, ρ) = −(N − 2)
∑
T

∫
T
⟨S∇∇v, ρ⟩ωT + (N − 2)

∑
F

∫
F
J∇nvKSρ(n, n)ωF

= −(N − 2)
∑
T

∫
T
⟨∇∇v,Sρ⟩ωT + (N − 2)

∑
F

∫
F
J∇nvKSρ(n, n)ωF

= −(N − 2)bh(g; ρ, v).

This shows that the second equality in (23) holds. The first equality in (23) follows from the
symmetry of Bh(g; ·, ·).

B Proof of Lemma 3.9

We prove Lemma 3.9 by computing the distributional Euclidean linearized Einstein operator eindist.
This operator extends the classical linearized Einstein operator

2 einσ = 2J def div Jσ − J∆σ

to symmetric (0, 2)-tensor fields σ that are solely tangential-tangential continuous and piecewise
smooth on an affine triangulation T . In this section all differential operators, inner products, and
geometric quantities, such as normal vectors, are understood in the Euclidean sense. We also omit
all (Euclidean) volume forms when writing integrals for notational simplicity.
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Proof of Lemma 3.9. Let σ be a tangential-tangential continuous and piecewise smooth symmetric
(0, 2)-tensor field, and let ρ be a smooth symmetric (0, 2)-tensor field with compact support. First,
we use the definition of the distributional derivative and we integrate by parts on each element T
to obtain

⟪2 eindist σ, ρ⟫ =
∫
Ω
2σ : ein ρ =

∑
T

∫
T
2Jσ : def div Jρ− Jσ : ∆ρ

=
∑
T

−
∫
T
2 div Jσ · div Jρ−∇Jσ : ∇ρ+

∫
∂T

2Jσ(n, ·) · div Jρ− Jσ : ∇nρ

=
∑
T

∫
T
2 einσ : ρ−

∫
∂T

2 div Jσ · Jρ(n, ·)−∇nJσ : ρ+

∫
∂T

2Jσ(n, ·) · div Jρ− Jσ : ∇nρ.

(45)

Focusing on the second boundary integral in (45), we re-express the sum in terms of jumps of σ to
get∑
T

∫
∂T

2Jσ(n, ·) · div Jρ− Jσ : ∇nρ =
∑̊
F

∫
F
2JJσ(n, ·)K · div Jρ− JJσK : ∇nρ

=
∑̊
F

∫
F
2JJσ(n, ·)K · (divF Jρ+∇n(Jρ)(n, ·))− JJσK : ∇nρ.

We expand the terms not involving the surface divergence and use the fact that tangential-tangential
jumps of σ vanish. The first term reads

2JJσ(n, ·)K · ∇n(Jρ)(n, ·) = 2Jσ(n, ·)− 1

2
(Tr(σ|F ) + σ(n, n))n♭K · ((∇nρ)(n, ·)−

1

2
Tr(∇nρ)n

♭)

= 2Jσ(n, n)K((∇nρ)(n, n)−
1

2
Tr(∇nρ)) + 2Jσ(n, ·)|F K · (∇nρ)(n, ·)|F

− Jσ(n, n)K((∇nρ)(n, n)−
1

2
Tr(∇nρ))

= Jσ(n, n)K(∇nρ)(n, n)−
1

2
Jσ(n, n)KTr(∇nρ) + 2Jσ(n, ·)|F K · (∇nρ)(n, ·)|F

and the second

JJσK : ∇nρ = Jσ|F K : (∇nρ)|F + 2Jσ(n, ·)|F K · (∇nρ)(n, ·)|F + Jσ(n, n)K(∇nρ)(n, n)

− 1

2
J(Tr(σ|F ) + σ(n, n))gK : ∇nρ

= 2Jσ(n, ·)|F K · (∇nρ)(n, ·)|F + Jσ(n, n)K(∇nρ)(n, n)−
1

2
Jσ(n, n)KTr(∇nρ).

When subtracting them they cancel, so we can integrate by parts on each F to get∑
T

∫
∂T

2Jσ(n, ·) · div Jρ− Jσ : ∇nρ =
∑̊
F

∫
F
2JJσ(n, ·)K · divF Jρ

=
∑̊
F

−
∫
F
2∇F JJσ(n, ·)K : Jρ+

∫
∂F

2JJσ(n, ·)K · Jρ(ν, ·)

=
∑̊
F

∫
F
−J2(∇Fσ)(n, ·)− (∇Fσ)(n, n)⊗ n♭K : ρ+ J(divF σ)(n)KTr ρ+

∫
∂F

2JJσ(n, ·)K · Jρ(ν, ·).

(46)
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Next, we take a look at the first boundary integral in (45):

−
∑
T

∫
∂T

2 div Jσ · Jρ(n, ·)−∇nJσ : ρ = −
∑̊
F

∫
F
2Jdiv JσK · Jρ(n, ·)− J∇nJσK : ρ.

We expand the first term and use the tangential-tangential continuity of σ to get

2Jdiv JσK · Jρ(n, ·) = J2 divF σ + 2(∇nJσ)(n, ·)−∇F Tr(σ|F )−∇Fσ(n, n)K · Jρ(n, ·)
= J2(divF σ)(n)n♭ + 2(∇nJσ)(n, ·)−∇Fσ(n, n)K · Jρ(n, ·)
= J2(divF σ)(n)n♭ + 2(∇nJσ)(n, ·)−∇Fσ(n, n)K · ρ(n, ·)
− J(divF σ)(n) + (∇nJσ)(n, n)KTr ρ.

Thus,

−
∑
T

∫
∂T

2 div Jσ · Jρ(n, ·)−∇nJσ : ρ

= −
∑̊
F

∫
F
J(2 divF σ)(n)n♭ + 2(∇nJσ)(n, ·)−∇Fσ(n, n)K · ρ(n, ·)

− J(divF σ)(n) + (∇nJσ)(n, n)KTr ρ− J∇nJσK : ρ. (47)

Inserting (46) and (47) into (45) gives

⟪2 einσ, ρ⟫ =
∑
T

∫
T
2 einσ : ρ+

∑̊
F

(∫
F
J−(2 divF σ)(n)n♭ − 2(∇nJσ)(n, ·) +∇Fσ(n, n)K · ρ(n, ·)

+ J(divF σ)(n) + (∇nJσ)(n, n)KTr ρ+ J∇nJσK : ρ

− J2(∇Fσ)(n, ·)− (∇Fσ)(n, n)⊗ n♭K : ρ+ J(divF σ)(n)KTr ρ

+

∫
∂F

2J(Jσ)(n, ·)K · (Jρ)(ν, ·)
)

=
∑
T

∫
T
2 einσ : ρ+

∑̊
F

(∫
F
J−2(divF σ)(n)Kρ(n, n) + J∇Fσ(n, n)− 2(∇nJσ)(n, ·)K · ρ(n, ·)

+ J∇nJσ − 2∇Fσ(n, ·) +∇Fσ(n, n)⊗ n♭K : ρ+
(
J2(divF σ)(n) + (∇nJσ)(n, n)KTr ρ

)
+

∫
∂F

2J(Jσ)(n, ·)K · (Jρ)(ν, ·)
)

=
∑
T

∫
T
2 einσ : ρ+

∑̊
F

(∫
F
JSF (∇nσ − 2(∇Fσ)(n, ·))K : ρ|F +

∫
∂F

2J(Jσ)(n, ·)K · (Jρ)(ν, ·)
)
.

Here, we used the identities

SF (∇nσ) : ρ|F = −2(∇nJσ)(n, ·) · ρ(n, ·) +∇nJσ : ρ+ (∇nJσ)(n, n) Tr ρ

and

− 2SF (∇Fσ(n, ·)) : ρ|F = −2(divF σ)(n)ρ(n, n) + 2∇Fσ(n, n) · ρ(n, ·)− 2∇Fσ(n, ·) : ρ+ 2(divF σ)(n) Tr ρ,

which can be verified by a straightforward computation.
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Finally, we consider the codimension-2 terms. Let {τi}N−2
i=1 be an orthonormal basis for the

tangent space to ∂F . After a short calculation, we obtain

2Jσ(n, ·) · Jρ(ν, ·) = 2
N−2∑
i=1

σ(n, τi)ρ(ν, τi) + σ(n, ν)

(
−

N−2∑
i=1

ρ(τi, τi) + ρ(ν, ν)− ρ(n, n)

)

+

(
−

N−2∑
i=1

σ(τi, τi)− σ(ν, ν) + σ(n, n)

)
ρ(ν, n).

If we think of σ and ρ as matrices and n, ν, and τi as column vectors, then we can write this in
matrix notation as Tr(Aρ), where

A = 2ττTσnνT − τ(νTσn)τT + ννTσnνT − nnTσνnT − ν Tr(τTστ)nT − ννTσνnT + nnTσnνT

= (2ττT + ννT + nnT )σnνT − τ(νTσn)τT − (ννT + nnT )σνnT − ν Tr(τTστ)nT

= (I + ττT )σnνT − τ(νTσn)τT − (I − ττT )σνnT − ν Tr(τTστ)nT

= σ(nνT − νnT ) + ττTσnνT − τ(νTσn)τT + ττTσνnT − ν Tr(τTστ)nT

and τ is a matrix whose columns are τ1, τ2, . . . , τN−2. Since Tr(ττ
TσnνTρ) =

∑N−2
i=1 Tr(τiτ

T
i σnνTρ) =∑N−2

i=1 Tr(ντTi σnτTi ρ), we have Tr(Aρ) = Tr(Bρ), where

B = σ(nνT − νnT )−
N−2∑
i=1

KiσLi,

Ki = ντTi − τiν
T , and Li = τin

T − nτTi . When we integrate over ∂F and sum over all F , we can
rewrite the sum as∑̊

S

∑
T⊃S

∫
S
σ((n1ν

T
1 − ν1n

T
1 )− (n0ν

T
0 − ν0n

T
0 )) : ρ+

N−2∑
i=1

(Ki0σLi0 −Ki1σLi1) : ρ,

where n0, n1 are appropriately oriented unit normal vectors to the two faces of T containing S, and
similarly for ν0, ν1, Ki0,Ki1, and Li0, Li1. Using the skew symmetry of Ki0,Ki1, Li0, Li1 and the
fact that (ν1, n1) is a rotation of (ν0, n0) in the 2-dimensional plane orthogonal to S, we can argue as
in [5, Remark 1] that Ki0σLi0−Ki1σLi1 is symmetric and (n1ν

T
1 −ν1n

T
1 )− (n0ν

T
0 −ν0n

T
0 ) vanishes.

The tangential-tangential continuity of σ implies that
∑

T⊃S

(∑N−2
i=1 Ki0σLi0 −Ki1σLi1

)
has the

form
∑N−2

i=1 aiτ
T
i for some vectors a1, a2, . . . , aN−2. Combining these facts, we deduce that

∑
F⊃S

∫
S
2JJσ(n, ·)K · Jρ(ν, ·) = −

∫
S
σS

N−2∑
i=1

τiτ
T
i : ρ, σS :=

∑
F⊃S

νT JσKFn.

It follows that∑̊
F

∫
∂F

2JJσ(n, ·)K · Jρ(ν, ·) =
∑
T

∑
F⊂∂T

∫
∂F

2Jσ(n, ·) · Jρ(ν, ·) = −
∑̊
S

∫
S

∑
F⊃S

Jσ(n, ν)KF Tr(ρ|S).

All together, we have

⟪2 eindist σ, ρ⟫ =
∑
T

∫
T
2 einσ : ρ+

∑̊
F

∫
F
JSF (∇nσ − 2(∇Fσ)(n, ·))K : ρ|F −

∑̊
S

∫
S

∑
F⊃S

Jσ(n, ν)KF Tr(ρ|S).

Comparing the right-hand side with (25) completes the proof of Lemma 3.9.
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